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ABSTRACT

THE PERCEPTUAL OPTIMIZATION OF 2D FLOW VISUALIZATIONS USING
HUMAN-IN-THE-LOOP LOCAL HILL CLIMBING

by
Peter W. Mitchell

‘University of New Hampshire, December, 2007

Flow visualization is the graphical representation of vector fields or fluids that
enables an observer to visually perceive the forces or motions involved.  The fields being
displayed are typically dynamic and complex, with a vector direction and magnitude at
every point in the field, and often with additional underlying data that is also of interest to
the observer. Distilling this mass of data into a static, two-dimensional image that
captures the essential patterns and features in a way that is intuitively understandable can
be a daunting task.

Historically, there have been many different techniques and algorithms to
generate visualizations of a flow field. These methods differ widely in implementation,
but conceptually they involve the association of significant aspects of the data field (e.g.,
direction, velocity, temperature, vorticity) to certain visual parameters used in the graphic
representation (e.g., size and orientation of lines or arrows, foreground and background
color, density/sparsity of graphical elements). For example, the velocity of a field could
be mapped to color, line width, line length, arrow head or glyph size, etc. There are
many such potential parameter mappings within each technique, and many value ranges

xiii
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that can be used to constrain each parameter within a given mapping, resulting in a
virtually limitless number of possible permutations for visually representing a flow field.
So, how does one optimize the output? How can one determine which mappings and
what values within each mapping produce the best results? Such optimization requires
the ability to rapidly generate high-quality visualizations across a wide variety of
parameter mappings and settings.

We address this need by providing a highly-configurable interactive software
system that allows rapid, human-in-the-loop optimization of two-dimensional flow
visualization. This software is then used in a study to generate quality visual solutions to
a two-dimensional ocean current flow plus surface temperature over a variety of
parameter mappings. The results of this study are used to identify relevant rules and
patterns governing the efficacy of each combination of parameters, aﬁd to draw some

general conclusions concerning 2D flow visualization parameter mapping and values.

X1V
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INTRODUCTION

The goal of scientific visualization is to graphically display large and/or compiex
data sets such that viewers can accurately and intuitively perceive both quantitative and
qualitative aspects of the underlying data. Creating effective visualizations depends on
many factors, including the type and quantity of the data, the task that users of the data
will perform, and other constraints such as the medium on which the visualization is
displayed or the time allotted to generate it. One area of particular interest is flow
visualization, the visualization of fluids in motion. Yet, while many papers have been
written on methods for rendering flows, information on what constitutes effective flow
visualization is still largely anecdotal, and many practical applications use simple but
clearly suboptimal methods (figures 1 and 2).

Laidlaw et al. [LDMO1] conducted a user study comparing several common
methods for depicting two-dimensional flow in an attempt to bring a more scientific
approach to identifying the advantages and disadvantages of each technique, though
without allowing any variation of parameters wirthin each technique that might potentially
improve or degrade the visualization for a given task. Due to the sheer number of
possible methodologies and the number of possible parameter variations within each
methodology, it is virtually impossible to carry out any kind of exhaﬁstive experiment
covering all (or even most) combinations. However, by selecting a single flexible

(parameterized) technique capable of producing a wide variety of flow visualization
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styles, we can conduct an experiment in which several of the underiying parameters are
varied and evaluated.

A further factor complicating effective flow visualization (not addressed by
Laidlaw et al.) is the additional display of other static data related to the flow (e.g.,
temperature, salinity, depth). One common method for displaying such data is via
background color. Clearly, the requirement of perceiving relevant colors in the
background affects the choices driving the flow field rendered over it.

This thesis describes a human-in-the-loop optimization technique whereby the
parameters used to render a two-dimensional visualization of ocean surface currents
against a background representing surface temperature can be modified and evaluated.
The supporting software is able to interactively generate visualizations over a large
variety of parameters and mappings. The goal is to evaluate the utility of the approach
and supporting software via an evaluation study, and perhaps to derive some patterns or

universal truths regarding effective flow visualization in two dimensions.
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Figure 1: Image from an existing University of Miami web page shows surface currents
in the Indian Ocean. No key is provided. [UMi07]
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Figure 2: Image from an existing NOAA web page shows surface currents of Galveston
Bay using arrows to indicate direction and arrow color to represent velocity. [NOAQ7]
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CHAPTER 1

BACKGROUND

1.1 Flow Visualization -

Flow visualization is a major focus in computer-aided visualization research, with
applications spanning many different disciplines, including meteorology (wind and air
currents), aerodynamics, oceanography (tides and currents), fluid dynamics, magnetic
fields, and medicine (blood flow), to name but a few. Flow data may be formulaically
derived, as in a representation of an ordinary differential equation (ODE), sampled from a
computer-generated flow simulation, or empirically derived via measurements on an
actual flow. Since effective visualization is intimately tied to both the nature of the flow
and the task being performed, approaches and techniques are as varied as the information
being harvested.

While the basic concept of flow visualization is simple — the representation of a
vector field — it is both the nature of the field and the specific information to be conveyed
to the observer that drives the myriad permutations of techniques. For example, a flow
may be one-dimensional, two-dimensional (2D), three-dimensional (3D), or even n-
dimensional. Flow fields may be steady, where the vector at each point in the field does
not change over tirrie, or time-variant, where the flow field is continually varying or
cycling. Someone doing disaster modeling of coastal oil spills would be interested in

advection paths, which are the paths a particle would travel if dropped into the flow at
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particular points. An aeronautical engineer studying the aerodynamics of a flow over a
car or airplane wing would likely focus on the velocity, vorticity (curl), and turbulence in
certain key areas. A meteorologist tracking theyeye of a storm might be concerned with
flow singularities, which are points of zero velocity like sources, sinks, or saddle points.

While the majority of real-world flows are three-dimensional and time-variant,
these are often rendered as two-dimensional cross-sections or layers [PVHO02]. This is
natural because the human visual system is especially effective at 2D perception. The
introduction of occlusion in a 3D model is a huge complication.

At a minimum, a flow field consists of a velocity and a direction at all points in a
plane or volume (and at any given time, for a time-variant flow). A steady flow field (or
a time-variant flow field at a speciﬁc point in time) can be represented by contour lines,
everywhere tangential to the direction of flow. Such contour lines, however, are
ambiguous; there is no clear indication of which way the field flows along the line. We
consider such a contour line to have orientation, but not direction. While these terms are
often used interchangeably (or distinguished conversely), we find it helpful to distinguish
between them. The addition of arrow heads, luminance changes along the line, or the
overlaying of glyphs are a few of the ways that direction can be indicated (see Section
1.2.6 — Direction perception). The purpose of drawing this distinction is that some
methods of flow visualization, particularly among texture-bésed algorithms, depict
orientation only.

In general, flow visualizations are used to convey one or more of the following
characteristics [War(04]:

e Critical points (locations of zero velocity, e.g., sources, sinks, saddle points)
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e Advection trajectory (path of a particle dropped at a certain point)
e Areas of high and low velocity
e Areas of high and low vorticity (curl)

e Areas of high and low turbulence

In addition, users may need to identify specific values for the velocity or other
static variables associated with the flow at a given point. For ocean currents, for
example, users may be interested in surface temperature, salinity, or depth.

1.2 Perceptual issues in flow visualization

There are a number of perceptual issues that help to anticipate and justify certain
results relating to flow visualization. While a comprehensive background is beyond the
scope of this thesis, we touch on several key issues. For more in-depth discussion on
these and other perceptual issues, refer to Ware’s Information Visualization: Perception
Jfor Design [War04].

1.2.1 Color channels

The human retina contains two types of photoreceptors: rods, which are only
active in low light levels, and cones, which are active in normal light. Cones are further
divided into three types, each having peak sensitivity at different wavelengths: long (red),
medium (green), and short (blue). Of the three, the blue cones are by far the sparsest and
least sensitive.

Hering [Her20] proposed that color is actually perceived in three orthogonal
color-pair channels: black-white, red-green, and yellow-blue. Modern research in color

perception and physiology appear to confirm Hering’s opponent process theory, which is
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the foundation of the majority of color theory to this day [War04]. The color channels

are interpreted from the retinal cones by the brains as follows:

e Black-white (luminance): The sum of inputs from all three cone types, though
blue plays virtually no role in luminance.

e Red-green: The difference in input between the red and green cones.

e Blue-yellow: The difference in input between the blue cones and the sum of the

red and green cones.

Long (red)

Med (green)

Figure 3: Color channels. [War04]

The luminance (black-white) channel is most effective for representing detail, so
patterns will be most apparent when using colors of contrasting luminance. We would
expect isoluminant colors, even in greatly varying hues, to be considerably less effective
in representing flow patterns.

Color blindness generally affects the red-green channel as it is most commonly

caused by a lack of long-wavelength (red) or medium-wavelength (green) receptors.
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1.2.2 Categorizing attribute data

Data attributes can be generally grouped into three types — nominal data, ordinal
data, and quantitative data. Nominal data names or categorizes an entity, ordinal data
assigns an ordered value such that it is possible to determine whether one entity comes
before or after another, and quantitative data is measurable such that the value of one
entity can be compared to another in numeric terms (e.g., as a ratio).

For example, consider a map of the United States, with each state representing a
single entity. Nominal data might include primary industry, majority religion, or political
bent. Each of these ‘represents a label or category. Ordinal data might include standard
of living rank or order of acceptance into the union. Quantitative data might include
population, average income, or number of electoral votes.

This categorization of data is relevant since certain visualization parameters are
more conducive to represent certain types of data.

Nominal data is best represented by a visualization parameter that can be easily
named. One possible choice is color or, more specifically, hue. This is especially
effective if the number of categories is relatively small (i.e., six to ten), since there are
limits to the number of hues we can uniquely identify.

For ordinal data, we need a visualization parameter that represents a sequential
order. Saturation (of a particular hue) and luminance can be effectively used to represent
ordinal data, as can changes in size. Hue can be used providing that the hue colors fall
across an identifiable color channel (c.g., red to green). Note that in the absence of a key,
“warmer” colors (e.g., reds, yellows) tend to be perceived as higher values while “cooler”

colors (e.g., blues, greens) are perceived as lower values.
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Quantitative data requires a visualization parameter that can be measured or
estimated for a particular value. Size (length and width) are typically most effective for
this type of data. If color is used, it must be accompanied by a key, since people cannot
accurately determine whether one entity is, say, 25% brighter (brightness is not linear) or
50% greener.

1.2.3 Integral versus separable dimensions

When assigning visualization attributes to represent data values, it is important to
realize that some combinations of these attributes are not perceived separately, but rather
as an integral whole [War04]. Color is a prime example. If we are selecting visualization
attributes for two parameters (say, temperature and salinity), it is ineffective to represent
one by an amount of red saturation and another by an amount of green saturation. This is
because the brain does not perceive combinations of red and green as separable entities —
it perceives the resultant combination as a single integral color (e.g., yellow).

This phenomenon may affect the viability of using non-opaque colors on
streaklets to represent a value such as velocity when color is also being used in the
background to represent temperature.

1.2.4 Lightness and chromatic contrast

Even when using fully opaque colors in the foreground, the human optical system
perceives colors and luminance relative to the local environment. This means that the
choice of background color (or colors) may bias the way we perceive colors in the
foreground. In figure 4, the two Xs are the same color, however against a red
background we perceive its “blueness”, while on a blue background we perceive its

“redness”.
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Figure 4: Chromatic contrast. Hue is perceived relative to background. [War04]

This local contrast effect applies to luminance as well. Perhaps one of the most
stunning examples of this can be seen in the following figure from MIT professor Edward
Adelson. The squares marked ‘A’ and ‘B’ on the chessboard are the exact same shades
of gray, as can be seen by the superimposition of vertical bars of the same shade.
However, our brains perceive each square’s shade relative to its immediate surrounding,
so square ‘A’, being surrounded by much lighter squares, is perceived as dark and square

‘B’, amidst much darker squares, appears light.

11
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Figure 5: Luminance contrast. Shade is perceived relative to local arca. [Ade95]

1.2.5 Contour perception

In the early twentieth century, a group of German psychologists developed a set
of Gestalt Laws to explain pattern perception [Kof35]. One of the principles is that of
continuity. In other words, a line that defines a smooth, continuous curve is more likely'
to be perceived as a single continuous entity. In figure 6, the pattern in (a) is perceived to
be the combination of the two entities in (b), not the two entities in (c). Field et al.
[FHH93] note that elongated elements situated along a continuous curve are similarly
perceived. Ware [War04] applies this phenomenon to the perception of vector fields,
suggesting that vector flows should be more easily perceived with arrows placed tail-to-
head to form continuous contours. This theory is further supported by the work of
Laidlaw et al., [LDMO1] who note that visualizations that consist of integral curves

perform better on all tasks than those using grid or random distribution patterns.

12
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Figure 6: Gestalt Law: Continuity. The brain perceives ‘a’ as being comprised of the two
elements in ‘b’, not ‘c’.

1.2.6 Direction perception

As indicated earlier, contour lines everywhere tangential to the field have
orientation, but not direction. In other words, there are two opposing directions for any
given orientation. For example, a road may be oriented east/west, while the cars
traveling on it will have a direction that is either east or west.

One method for indicating direction is the use of arrow heads (figure 7). While
this is generally unambiguous, the use of arrow heads can cause problematic clutter,
especially in dense flow visualizations where contour lines are very close together.

Fowler and Ware [FW89] apply Reeves’ Particle System [Ree83] to flow fields.
Scattering particles across the field and tracking each one as it moves through the field
for a specified lifespan results in a particle trace they call a stroke. Attributes of a stroke
(e.g., color, size) can be varied as the stroke ages and/or can be mapped to some static

data value at each point. These attribute mappings can be effectively used to impart flow

magnitude and direction. In figure 8, the strokes are clearly moving left to right.

13
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Results of the Fowler and Ware study indicate that direction is most effectively
indicated by the interaction of the stroke color and the background color, with the tail of
the stroke blending into the background and the head of the stroke contrasting sharply.
Variable width is a secondary indicator, with the' wider end of the stroke generally

perceived to be its head.

a)

b)

2
X
P,

Figure 7: Use of arrow heads to disambiguate direction.

14

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 8: Fowler and Ware’s “strokes” are generally perceived here to be moving from
left to right. [FW89]

1.3 Flow visualization technigques

Visualization techniques can be broadly categorized as direct, texture-based,
integration-based, or feature-based, representing dramatically different methodologies
for rendering images of flow fields. We will briefly describe each of these methods in
the following sections before delving into the specific integration-based techniques
implemented for this research. Figure 9 shows the results of three different techniques:
direct visualization using arrows, texture-based visualization using line integral

convolution (LIC), and integrated visualization.
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Figure 9: Flow visualization techniques, from left: arrow plot, line interval convolution,
and integrated streaklets. [PVHO02]

1.3.1 Direct flow visualization

Direct flow visualization maps the velocity vector at each given pqint directly to a
graphical icon or color. This is the simplest mechanism, as there is a one-to-one
correlation between the graphic representation at each point and its underlying vector
value. A common example of this is the arrow plo;[ (see figure 9), where small arrows are
placed across a grid to show the direction of flow at each point. While this method
accurately displays flow direction at the grid points, there are many drawbacks and
issues.

One concern with the direct arrow plot is aliasing. Placing arrows across a grid or
other regular pattern can result in visual artifacts that cause the user to perceive false
patterns related to the regularity that are not in the flow. This effect can be addressed by
introducing some form of randomization to the placement of the arrows [DW85]. While
there are several methods that can be applied, one of the simplest is the “jittered grid”,
whereby the point at which each arrow is rendered is adjusted by a small random amount.
However, even with jittering, the direct arrow plots are considerably inferior to other
visualization techniques for identifying critical points and advection paths [LDMO1], do

not inherently represent vector magnitude, and are not visually intuitive.
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1.3.2 Dense, texture-based flow visualization

Texture-based flow visualizations provide dense images of a flow field through
the convolution of a texture across the flow’s vector field. Introduced by van Wijk
[van91], “Spot Noise” was the first of these methods, whereby small spots are randomly
distributed over a flow field and “smeared” based on the local vector values. Cabral and
Leedom [CL93] then presentéd “Line Integral Convolution” (LIC), claiming it to be a
more generally applicable method than Spot Noise, for which results often depend on the
relative size of the rendered spots compared to the flow vector at each point. In LIC, a
texture, typically white noise, is convolved across the flow field through the application
of a one-dimensional filter based on a curved streamline segmént oriented to the local
vector values at each point.

LIC has become the de facto standard for dense, texture-based flow
visualizations, and many extensions and improvements have been published, notably the
Fast LIC algorithm of Stalling and Hege [SH95], which reduces the computation time by
an order of magnitude, and the introduction of Oriented Line Integral Convolution
(OLIC) by Wegenkittl et al [WGP97]. OLIC addresses one of the principal drawbacks of
LIC — that visualizations depict the orientation of flow but not direction — by using a
ramplike convolution kemel to show direction and velocity, similar to Fowler and Ware’s
strokes (see Section 1.2.6 — Direction perception). (Note: Wegenkittl et al.’s use of the
terms “orientation” and “direction” are opposite to the definitions used in this paper.)

1.3.3 Feature-based flow visualization

Originally developed by Helman and Hesselink [HH91], feature-based flow

visualization relies on the preprocessing of data to abstract key topological features, such
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as sources, sinks, or saddle points. This allows subsequent rendering to focus on what are
assumed to be the areas of interest. Feature-based flow visualization is especially useful
for very large, time-variant flow fields where the sheer amount of data makes direct or
integrated approaches uninterpretable. While the abstraction can be time-consuming,
once the preprocessing is complete and the critical features have been isolated,
visualizations can be rendered without referring back to the original data [PVHO2].
Topological features can be portrayed using simple icons or glyphs [PPv95], reducing a
large, complex field to a barebones representation of the impbrtant qualitative features

(see figure 10).

2
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Figure 10: Sample critical points — from [SHK97]

1.4 Integration-based flow visualization

Integration involves the approximation of a curve represented by the flow field
using a series of small line segments. Common curves that are integrated include
streamlines, pathlines, or streaklines. Streamlines are curves that are always tangent to
the velocity vector of the flow. Pathlines trace the path that a point would follow if

18
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dropped into the flow. Streaklines are the summation of all points that have flowed
through a given point in the past. While these differences are significant in time-variant
flow fields, for steady fields, which do not vary over time, they are the same.

1.4.1 Integrating streamlines

The integration of a streamline in a non-time-variant flow starts with the selection
of a seed point followed by the application of a vector value across a small time
increment. The simplest method of integration is Euler’s method, whereby each
subsequent point is derived based on the vector value at the previous point, as follows (V;

= vector value at point P;):
Ppi =Py +(V,-At)

The tradeoff to this computational simplicity is lack of accuracy, especially for
nearly circular curves (Euler’s method will render a circle as a spiral). This error can be
reduced dramatically by implementing a second-order Runge-Kutta method, which
calculates the vector value at P, and P, (as with Euler), but then averages the two
vectors together and reapplies the mean to the original point, as follows:

Ptemp=Pn+(Vn'At)

Pn+1=Pn+((Vn+ Vtemp)/z)'At)

19
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1.4.2 Streaklets and glyphs

One of the advantages of using an integrated streamline approach to flow
visualization is the ability to overlay glyphs along each generated streamline. A glyph is
a graphical symbol that is used to describe multivariate data [War04]. Each attribute of a
glyph can be mapped to an underlying data value in the flow (velocity, temperature,
salinity, etc.).

One such glyph, introduced above (see Section 1.2.6 — Direction perception) is
Fowler and Ware’s concept of the stroke. We use the stroke concept; however rather
than rendering strokes from randomly scattered start points, we desire the additional
benefit of continuous contours (see Section 1.2.5 — Contour perception). Therefore, we
render them head-to-tail along integrated streamlines as a sort of glyph. We call these
stroke glyphs streaklets. Streaklet attributes include length, width, color, and opacity. As
with strokes, these attributes can be varied as the streaklet ages, or can be mapped to any
data value at each point in the field. Streaklets can also include a circle or arrow head as

an additional direction indicator.
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Figure 11: A streamline contour (top), and a streamline with streaklets laid head-to-tail
along it (bottom).

1.5 Evenly-spaced streamlines

One goal of effective streamline flow visualization of a 2D non-time-variant field
is often to control, and more specifically to homogenize, the density of the streamlines.
Turk and Banks [TB96] proposed an image-guided method of placing evenly-spaced
streamlines whereby a visualization is iteratively modified and rated using an energy
function until a desired threshold of density spacing is obtained. While able to produce
very high quality results, the iterative change and test process is quite time consuming
and thus not readily applicable where rendering time is critical.

Jobard and Lefer [JL97] followed with a single-pass algorithm to generate evenly-
spaced streamlines of an arbitrary density. While often yielding results slightly inferior
to those produced by Turk and Banks, the drastically reduced rendering time (seconds as
opposed to minutes) allows the control of streamline density in an interactive
environment.  Furthermore, the single-pass algorithm can be extended to create

streamlines that vary in density based on an underlying static value.
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Since the Jobard-Lefer algorithm forms the basis of the coding done for this
paper, it is described in more detail below.

1.5.1 The Jobard-Lefer algorithm [J1L97]

Jobard and Lefer proposed and developed a high-performance method of
generating evenly spaced streamlines at any user-defined density. This approach can be
used to create flow visualizations that simulate dense representations (e.g., LIC) as well
as the sparse, hand-‘drawn style specifically addressed by Turk and Banks [TB96].

The algorithm involves generating a single streamline, with subsequent
streamlines being deliberately placed relative to those that already exist such that the
separating distance approaches the user-specified value (dp) for the' desired density.
This is done by ensuririg1that all possible lines are generated relative to a single
streamline before moving on to the next. Each streamline integrates both forward and
backward until it becomes too close to an existing line, approaches zero velocity (i.e., hits
a “source” or “sink™), or iterates beyond the viewable area. Equally-spaced control
points are placed‘al(;ng each streamline at a distance slightly less than the separation
value; these points represent the streamline and are used to increase efficiency, instead of
testing against every point in the line. New streamlines are generated from an existing
streamline by attempting to place a new seed point to the left and right of every control

point on the existing streamline. The algorithm can be described as follows:

Generate a streamline with equally spaced control points and put in queue;
For each streamline in queue:

For each control point on the streamline:
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Determine two candidate points (ds., away on each side of streamline)
For each candidate point:
If candidate point is valid seed (dscp away from all streamlines)

Generate a new streamline at candidate point and put in queue

/

Figure 12: “Streamlines are derived from the first (thick) one by choosing seed points
(circles) at a distance d=dse, from it.” [JL97]

Since performance is a key goal, it is important to reduce the calculation required
to determine the candidacy of each potential seed point (i.e., we do not want to determine
the distance between it and every point of every existing streamline). Jobard and Lefer
accomplish this in two ways:

1) Store regularly spaced control points along generated streamlines. By

ensuring that these points are closer together than dp, we can make a
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reasonable approximation of acceptability by testing against these control
points.

2) By overlaying a Cartesian grid of cell size ds, across the flow and storing
each streamline’s control points in the appropriate cell, a candidate point need
only compare itself against ‘control points in the same cell and the eight
adjacent cells.

In order to produce good visual results, it is necessary to allow some tolerance
against the constraining dg, value when integrating a streamline, such that streamlines
can approach each other by some percentage of the dy, value. This tolerance value is
called diesi. If diest 18 too close to dgep, streamlines tend to be choppy, as even a slight
convergence from the newly integrating streamline toward its spawning line causes
streamline generation to stop in that direction. Jobard and Lefer suggest that a dis value
of 0.5 is ideal (i.e., during streamline generation, a streamline can come to within dsep/2 of
another).

1.6 Application of techniques to thesis goals

The goal of this thesis, as stated above, is to develop a highly configurable,
human-in-the-loop software program capable of generating and optimizing a large
number of visualizations interactively.

We use an integrated streamline approach, specifically an adaptation of the
Jobard-Lefer technique, for generating evenly-spaced streamlines representing flow
contours with head-to-tail continuity for optimal perception. This technique is parameter
driven, allowing direct control of streamline spacing, and thus is capable of rendering a

variety of styles from dense textures (similar to Line Integral Convolution) to sparser
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hand-drawn styles. It is fast, thus conducive to interactive manipulation of parameters,
which we allow via the use of slider controls, and it is also adaptablé, which we leverage
to create parameterized streamline spacing (yet another possible data mapping). This
adaptation is described in detail in later sections. The use of highly-configurable
streaklets in conjunction with such a flexible streamline-generation technique creates an
immense number of possible parameter-to-data mappings with a virtually unlimited

number of parameter combinations within each mapping.
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CHAPTER 2

HUMAN-IN-THE-LOOP OPTIMIZATION

2.1 Local hill climbing

The difficulty of obtaining high-quality visualizations is a result of the virtually
endless combinations of parameter mappings and values. Streaklet color could be used to
indicate speed, direction, or temperature; streaklet width could be used to indicate the
same, or even a combination of direction and speed; background color could indicate
current velocity or temperature; etc. Even within a single mapping, the combinations are
staggering. Consider, for example, using streaklet color to represent the velocity of the
current. In the simplest case, two colors must be selected, one to represent the minimum
velocity (or low end 'of the scale) and one to represent the maximum velocity (or high end
of the scale), with the actual color calculated as a linear combination of the two extremes,
based on actual velocity at a given point. It is simply not possible to generate and
evaluate an exhaustive set of all possibilities.

Local hill climbing is a methodology for identifying good solutions, based on the
premise that the quality of a solution is a continuous value across its parameter space. In
other words, we expect solutions to be locally surrounded by other solutions of similar
quality. If we imagine the parameter space to be two-dimensional grid (it is actually of
much higher dimensionality that this, but this model serves to explain the concept in a

manner that we can visualize), with the quality of the solution being a third dimension,
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height, then we could view the solution space as a éontour map, with the highest hills
representing the best solutions and the lowest valleys representing the poorest ones. In
order to locate hill peaks, one can randomly evaluate solutions across the parameter space
to locate points of relatively high “altitude”, and then focus in on those locations by
iteratively varying each parameter slightly to determine whether the change results in a
higher value, until the local peak has been identified.

2.2 Human-in-the-loop optimization

As noted above, the local hill climbing process requires the iterative generation of
solutions and the subsequent evaluation of those solutions to feed the next generation.
Each iteration cycle could take hours, or even days, depending on the logistics of the
methodology being used.

We provide an interactive software interface to allow configurable parameter
mappings, random parameter generation within a selected mapping, and human-in-the-
loop control of these parameter values using slider controls. This ability to rapidly
change values and receive immediate feedback allows local hill climbing to be
implemented interactively, allowing good solutions to be generated in a time-efficient
manner that is just not possible using existing methods.

This software is then used to run an evaluation study to validate the process. In
theory, this should result in combinations of mappings and parameters that produce a
visually-intuitive rendering of a flow that provides clear details of the underlying

multivariate data.
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CHAPTER 3

SYSTEM SOFTWARE

3.1 Svystem overview

The purpose of the softWare is to provide a flexible system to control the
mappings between flow model data and its visual representation via a set of streaklets,
and to allow human-in-the-loop interaction to vary the individual parameter settings in an
attempt to optimize the visualization.

The software is written for the Windows® operating system using Microsoft
Visual C++%, using OpenGL®, glut, glui and netCDF libraries.

3.2 Parameter mapping

The basis of this research is the ability to map visualization parameters to flow
data parameters in a variety of combinations. Visualization parameters include streaklet
opacity, color, width, and length; streamline density; background color, and the absence
or existence and size of a streaklet head. Flow data parameters include direction,
velocity, and surface temperature. Other data, such as surface salinity, could also be
included in flow data parameters, though they are not evaluated in this research.

Once a visualization parameter is mapped to a data parameter, the user interface
will allow the user to set the range (minimum and maximum values) of each visualization

parameter. The application of these minimum and maximum settings are dependent on
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the data mapping, and will be explained the appropriate subsections of Section 3.4 — Data
paramefters.

3.3 Visualization parameters

Visualization parameters directly control the attributes of the streaklets that are
generated for the flow field. Most visualization parameters have corresponding minimum
and maximum values. These are mapped to the extremes of the data values to which they
are mapped.

3.3.1 Streaklet opacity

The opacity of the streaklet is a percentage value from 0 to 1, with O indicating
completely transparent and 1 indicating totally opaque. Recall that opacity is a good
visual indicator for ordinal representation, but not for quantitative measurements (Section
1.2.2 — Categorizing attribute data). This means opacity is particularly well-suited to
show direction. As seén in figure 13, the use of opacity makes the étreaklets appear to

fade in from the background in the direction of motion.

Figure 13: Streaklet opacity, used here to indicate direction.
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3.3.2 Streaklet color and background color

Colors are controlled via the hue, saturation, and value (HSV) system. Hue is a
value from 0 to 360 representing the entire hue spectrum. Saturation is a percentage
value from O to 1, with 0 indicating no saturation (white) and 1 indicating full saturation
(the selected hue). Value represents luminance and is also a percentage from 0 to 1, with
0 indicating no luminance (black) and 1 indicating full luminance (the selected
hue/saturation value).

The HSV system was selected over the more common red, green, blue (RGB)
system, as it 1s more intuitive for a user who is trying to generate a particular color. See
Section 3.6 — User interface for more on color selection.

Recall that colors can be effective for nominal data if the data set is small, ordinal
data if the colors fall across a recognizable color spectrum, or quantitative data if
accompanied by a legend. Therefore, color could provide good visual cues for any of the
data parameters. In figure 14, the left image shows the use of color to indicate direction,

while the right image shows the use of color to indicate velocity.

Figure 14: Streaklet color mapped to direction (left) and velocity (right).
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33.3 Streaklet width and length

Streaklet width is measured in pixels. It can be mapped to velocity, to surface
temperature, to direction, or to a hybrid direction/velocity combination. In the hybrid
case, the maximum width at any point is controlled by the velocity at that point, but the
width also cycles from 0 to that value as the streaklet progresses from tail to head. Figure

. 15 shows three different streaklet width mappings, direction (a), velocity (b), and the

direction/velocity hybrid (c).

(c)

Figure 15: Streaklet width mapped to: a) direction; b) velocity; ¢) direction/velocity
hybrid.

Streaklet length can either be constant, in which case all streaklets are the same

length, or can vary based on velocity, in which case all streaklets have the same number
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