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Abstract—In October 2012, the Centre for Maritime Research
and Experimentation (CMRE, La Spezia, Italy) conducted trials
from the NATO research vessel (RV) Alliance, off Elba Island,
Italy. During this trial, data were collected by the Norwegian
Defence Research Establishment (FFI, Kjeller, Norway) using a
HUGIN autonomous underwater vehicle (AUV) with interfero-
metric synthetic aperture sonar (SAS) in repeated passes. Large
linear structures (tens of meters by several meters) observed
in both the SAS images and SAS bathymetry during the initial
pass were absent in data taken on a repeated pass the following
day. We suggest that these phenomena were not true seafloor
features, but were caused by features in the water column, known
as boluses, which can form after breaking internal wave events.
The changes observed in acoustical intensity and phase appear
to be caused by the interaction of the acoustical field with the
lower average sound-speed structure of the bolus, constructing
features in both SAS imagery and SAS bathymetry that looked
like seabed topography. In this paper, we present examples and
give an interpretation of the results based on an acoustical ray
model. We discuss different techniques for recognizing these
phenomena: repeat pass imaging and interferometry, multilook
and multiaperture processing, and moving target analysis.

Index Terms—Internal waves, refraction effects, synthetic aper-
ture sonar.

I. INTRODUCTION

S YNTHETIC aperture sonar (SAS) is a major tool for
seabed imaging and mapping, providing very fine resolu-

tion and high image quality. Although SAS technology today
is well known and has a long history, it is only within the
last decade that it has matured substantially and become more
readily available [1], [2]. As in synthetic aperture radar (SAR)
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[3], [4], SAS is a technique that produces images that are well
suited for estimating coherent or noncoherent changes over
repeated passes, a technique known as change detection [5].
All types of sonar are affected by the ocean environment, and

the vertical sound-speed profile is particularly influential [6, Ch.
2]. In SAS, the two most dominant effects caused by incorrect
knowledge of the sound speed are defocusing, especially for
widebeam systems [7], [8], and bias in the seabed depth esti-
mation using interferometry. The latter is also a common issue
for multibeam echosounders [6, Ch. 8.3]. Strong variability in
the ocean sound-speed structure induced by internal waves or
turbulence also exists, and can limit the temporal and spatial
coherence of acoustical signals in sonar [9]. Experiments have
shown that this problem in many cases is not large enough to be
restrictive in SAS [10], [11]. At present, most SAS processing
algorithms also use data-driven navigation (known asmicronav-
igation) [12] to achieve the required position accuracy for suc-
cessful SAS imaging. Micronavigation will inherently reduce
the effect of the variability in the water column in SAS [13].
In October 2012, the Centre for Maritime Research and Ex-

perimentation (CMRE, La Spezia, Italy) conducted the 2012
Autonomous Reactive Intelligence Sea Experiment (ARISE'12)
trial from the NATO research vessel (RV) Alliance, off Elba Is-
land, Italy. During this trial, change detection data were col-
lected by the Norwegian Defence Research Establishment (FFI,
Kjeller, Norway) using a HUGIN autonomous underwater ve-
hicle (AUV) with interferometric SAS (see Fig. 1). Large linear
structures (tens of meters by several meters) in the SAS images
and in the SAS bathymetry apparently disappeared or changed
in repeated passes with 28-h time separation. These changes
were present near a depth where a strong density and sound-
speed step intersected the sloping seafloor. The weather was
calm and the sea state was low during the trial period. Similar
features were observed multiple times over several days in the
same area.
We suggest that these anomalies in the SAS images and the

SAS bathymetry estimates were not caused by changes in the
seafloor, but by water column features known as boluses which
result from breaking internal waves [14]–[17]. Internal wave
boluses are formed after an internal wave breaking event cap-
tures colder water within a small area surrounded by warmer
water. These internal wave boluses then move slowly up-slope
along the seabed. The changes observed in acoustical intensity
and phase can be described by refraction as propagating acous-
tical waves interact with the variation in sound speed caused by
the bolus. Our interpretation of this phenomenon is based on a
ray model that describes the variation in backscattered intensity
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Fig. 1. The HUGIN AUV with the HISAS wideband interferometric SAS
during launch from NATO RV Alliance in October 2012.

TABLE I
SYSTEM SPECIFICATIONS DURING THE DATA ACQUISITION

from the seabed as a focusing of sound by the bolus, and de-
scribes the error in the SAS bathymetry by the refractive effect
caused by the bolus. A similar effect has been documented in
airborne SAR [18]–[20].
In Section II, we show SAS images and bathymetries of the

phenomena. In Section III, we apply a simple ray acoustical
model to describe the refractive effects from such anomalies in
the water column. Section IV lists potential techniques to estab-
lish if a feature in a SAS image is a true feature on the seabed
or an artificial feature caused by refractive effects. Finally, we
summarize the findings in Section V.

II. ILLUSTRATION OF THE PHENOMENA

The HISAS 1030 is a programmable wideband interfero-
metric SAS suitable for high-resolution imaging and mapping
of the seabed [8], [21]. The sensor is operated from HUGIN
AUVs at a typical vehicle altitude above the seabed of 10–20 m.
All data examples in this paper are collected with this sensor.
Table I summarizes the key system specifications during the
experiment. The images are created using the backprojection
algorithm in ground coordinates, after micronavigation is
applied [8].
Fig. 2(a) shows a SAS image covering 60 60 m of the

seabed at approximately 46-m water depth. The theoretical
along-track and cross-track resolution in the image is 3.7
3.3 cm . Fig. 2(b) shows a SAS image made of the same
scene 28 h later. The yellow circles in the two images indicate
small rocks that are present in both images. The images are

coregistered to subpixel accuracy [22], [23, Ch. 5.3]. The large
diagonal feature in the top portion of the left panel is entirely
consistent with intensity variations caused by slope changes
from a ridge of sand. The apparent ridge is absent in the image
collected 28 h later. The sea state during the period was low and
so sediment transport could not remove such a large feature.
Fig. 3 shows the intensity profile slice from both images in

Fig. 2 at along-track position 47 m. The profiles are calcu-
lated by averaging over 2 m along track and applying a 26-cm
boxcar averaging cross track. The intensity variation caused by
the phenomenon is 6 dB stronger in the highlight region and
10 dB weaker in the shadow region. These are strong variations
and would be easily seen as an anomaly in change detection.
The sensor used in the experiment contains two vertically

offset receiver arrays allowing for single-pass SAS interferom-
etry. Fig. 4 shows the estimate of the seabed depth from the
interferometric processing in the presence of the suspected in-
ternal wave bolus shown in Fig. 2(a). The average slope of
the seabed is removed (the data are detrended). We have per-
formed the interferometric processing with the weighted multi-
band split-spectrum algorithm and an 18 18-cm interfero-
gram estimation window [24]. The map shows a ridge shape
with a seabed depth profile that would be expected from the
variation in the backscattered intensity shown in the SAS image.
The interferometric coherence [25, Ch. 4.3] is high, indicating
that the interferometric image pairs are accurately coregistered
and that there are valid backscattered signals in the full scene in-
cluding the apparent shadow region. In the repeated pass seabed
depth estimate, there is no visible sign of the feature (similar to
the repeated pass intensity image shown in Fig. 2).
Fig. 5 shows profiles of estimated seabed depth from SAS

bathymetry taken on both days at an along-track position
47 m (the same position as the profiles displayed in Fig. 3). In
the profile with the suspected bolus present, the estimated height
of the apparent ridge is seen to be approximately 20–30 cm. We
also see that the apparent depth slope after the internal wave
feature is different between the two days. This can be explained
by small changes in the thermocline between the passes, and
ignoring the refraction effect in the interferometric processing.
Refraction effects are discussed in detail in Section III.

III. ACOUSTICAL REFRACTIVE MODEL

Fig. 6 shows the average temperature profile, density pro-
file, and sound-speed profile based on conductivity–tempera-
ture–depth (CTD) measurements taken October 20, 2012, in the
trial area. There is a strong step change in both the density and
the sound speed from around 40-m depth to 60-m depth, caused
by a seasonal thermocline which is common in the Mediter-
ranean in the late summer and early fall. This large gradient
creates conditions suitable for propagating internal waves and
consequently refractive effects on acoustical wave propagation.
For the data example in Section II, the sloping seabed intersects
with the density step similarly as in [17], indicating the possi-
bility of existence of internal wave boluses.
To understand how a water column effect can cause features

similar to our observations, we develop a simple ray model. We
follow [15] and assume a simplified parabola-shaped wave fea-
ture of cold dense water with sound speed and density
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Fig. 2. SAS images of the same scene taken on October 20 and 21, 2012, 28 h apart. Panel (a) is the earliest. The yellow circles highlight small rocks in the scene
indicating that the images are accurately coregistrated.

Fig. 3. Slice through the images shown in Fig. 2 at 47 m.

lying on the seabed surrounded by warmer lighter water with
sound speed and density . This is illustrated in Fig. 7. Fol-
lowing [26, Ch. 3.1], the reflection coefficient for normal inci-
dence is

where and (1)

For the case shown in Fig. 6, we have 1530 m/s,
1510 m/s, 1028.5 kg/m , and 1027 kg/m . This gives
a reflection coefficient of , indicating that backscat-
tering from the internal wave itself is very difficult to detect if
not impossible for a side-looking sonar geometry. Echoes from
the seabed will also be present at the same slant range as the in-
ternal wave, and they will most likely mask the potential echo
from the internal wave itself. Note that this is different from the
observations documented in [17], where a narrowbeam down-
ward-looking sonar was used.
It is straightforward to apply Snell's law of refraction for each

ray at each of the interfaces between cold and warm water. For
convex surfaces encapsulating lower sound speeds, incoming

Fig. 4. Seabed depth estimate from SAS interferometry based on the image
shown in Fig. 2(a). The average slope has been removed.

Fig. 5. Slice through the bathymetry shown in Fig. 4 compared with the re-
peated pass at 47 m.

horizontal acoustical rays from a source will be refracted to-
ward the seabed. The effect in the image will be a function of
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Fig. 6. Temperature, density, and sound-speed profile taken during the experi-
ment.

Fig. 7. Vertical geometry of the imaging through an internal wave bolus on a
sloping seabed.

Fig. 8. Interaction of acoustical rays with a parabola containing lower sound
speed. Note that the aspect ratio in the plot is not 1:1, causing the rays to appear
steeper than what they are.

the sound-speed difference, the exact size and shape of the fea-
ture, and geometry.We perform a simple calculation to illustrate
the effect. Assume a parabolic shape of height and width
filled solely with water of sound speed . The vertical shape
boundary is described by

(2)

where is the vertical position and is the horizontal posi-
tion (cross-track ground range). The derivative and thereby the
normal vector is known at each position of the parabola. This
can be used in calculating all the angles involved. The individual
rays can be traced through the parabola by applying Snell's law.
In [15], the typical shape of the bolus was found to have

. Our initial studies [27] suggested that the bolus
height (or amplitude) could be around 1.5–3 m. In this simula-
tion, we have chosen 1.25 m, to fit the ob-
served shadow length in the data. Fig. 8 shows the results from

our simple ray model. We have chosen incoming rays with an
incidence angle of 9 . This is approximately
correct for the data example in Fig. 2 with the corresponding ge-
ometry sketched in Fig. 7. Note that the seabed itself is sloping
with 3 . The rays that
intersect close to the top of the parabola are the rays that refract
downward the most. This refraction caused by the bolus gives
the lens effect, as described in [20].
From the ray model, it is possible to describe four different

effects that may be observed in the SAS images and bathymetry.
1) The ray density on the seabed varies due to the refraction

effect. In Fig. 9(a), we show the ray density for the case
shown in Fig. 8. The ray density is normalized with respect
to the ray density of a homogeneous water column. We
see that the ray density increases rapidly and by a factor
of 3 until the shadow region appears. This corresponds to
approximately 9-dB increase in relative power, but on a
very confined small range interval.

2) The increase of grazing angle due to ray steepening will
cause a change in scattering strength. There exists var-
ious models for roughness scattering from the seabed [28,
Ch. 13]. Since these effects are observed close to grazing
incidence, a small roughness perturbation approximation
model may be used. Fig. 9(b) shows the grazing angle as
a function of distance from parabola. Since the refractive
effect from the parabola causes rays to cross, there will be
multiple grazing angles in a certain range interval. There
are, however, very few rays with steep angles due to the
small number of rays intersecting with the top part of the
parabola. Around the maximum ray density, the grazing
angle changes from 9 to around 13 . This corresponds
approximately to a difference in backscattering strength of
5 dB for sand seabed types and 3 dB for silt/clay seabed
types, when applying the system and the geometry to the
APL-UW94 scattering model [29].

3) In the interferometry processing, the seabed topography is
estimated from the acoustical ray direction of arrival [25],
[30]. The nonlinearity of the rays will cause an error in
the SAS interferometric bathymetry. The error may occur
even when the interferometric coherence is very high. Re-
fraction-induced errors are a common problem for other
bathymetric sensors such as multibeam echosounders [6,
Ch. 8.3]. Fig. 9(c) shows the depth error caused by ray non-
linearity for the model case in Fig. 8. As with the grazing
angle, there are two conflicting depths for certain distances
from the parabola. The largest depth errors (around 0.8-m
value) are caused by very few rays, and may not be ob-
servable. The depth error around the maximum ray density,
which corresponds to the peak in signal intensity, is around
0.3 m.

4) The lowered sound speed within the parabola will cause
a displacement error in the SAS image. The rays that prop-
agate through the parabola will be slowed down slightly
such that the texture and speckle in the SAS image behind
the parabola will be displaced. This effect will be largest
for the rays that intersect the parabola close to the seabed
and thereby refract the least. To get a rough estimate of
the effect, we assume a ray that intersects the parabola at
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Fig. 9. (a) Ray density, (b) grazing angle, and (c) refraction-induced interfero-
metric depth error for the acoustical rays interacting with the parabola in Fig. 8.

Fig. 10. (a) Modeled signal power (green) compared with measured signal dif-
ference. (b) Modeled depth error caused by refraction compared with detrended
measured depth.

the half-height of the parabola . The approximate hori-
zontal distance through the parabola becomes 3.5 m,
giving a displacement error

4.5 cm (3)

Note that the ray refraction will also cause displacement in
the image, but not as much as that due to lowered sound
speed.

These four effects may be used for detecting internal wave
boluses in SAS data, and they may also be used to invert for
internal wave parameters. There are three noticable effects that
will affect the measurements: In our simulated scenario, we use
a perfect parabola-shaped bolus. In reality, the shape may be dif-
ferent, and mixing of the water outside and inside the parabola
may occur. The second effect lies in the horizontal plane. SAS
imaging uses the angular spread over multiple pings to obtain
finer along-track resolution. Hence, a bolus will be sampled at
different horizontal look angles in one SAS image. Acoustical

waves that propagate through the internal wave boluses may
also be refracted horizontally. Finally, the geometry will affect
the measurements. A nonplanar seabed topography will cause
the internal wave bolus to change direction, shape, and speed,
and the SAS data collection will be from an ensemble of geome-
tries, as described by the model.
Due to the sum of all these effects, measurements are ex-

pected to contain less extreme boundaries and peak values: in
the shadow region, there will still be some signal; the peak depth
error will be less than the modeled; the peak signal strength will
be less than the modeled; and the far end transition between
shadow and normal backscatter behind the affected area will be
softened (around centered distance of 9 m in Fig. 8).
Fig. 10(a) shows the measured intensity difference between

the two passes shown in Fig. 3 compared with the modeled ray
density. The model results are positioned such that the shadow
part fits the measurements. Fig. 10(b) shows the detrended SAS
bathymetry from Fig. 5 compared with the modeled refraction-
induced depth error. The vertical bars indicate the boundaries of
the modeled region where ray theory would give no intensity.
We have removed the rays that are steeper than the angle at
the maximum ray density (the turning point in Fig. 9). There is
nonzero energy in the shadow region as well as valid bathymetry
estimates, likely due to the effects discussed above.

IV. RECOGNITION OF INTERNAL WAVE PHENOMENA

As we have documented in Section II, the refractive effect
of the internal waves can cause artificial structures. In sidescan
images, regular SAS images, and SAS bathymetry, these struc-
tures appear as one would expect a true topography feature to
appear and are thus very difficult to differentiate from true to-
pography. It is important to establish whether it is possible to
detect or distinguish a water-column-induced feature from one
that is actually a true seabed feature. In this section, we list can-
didate techniques for recognition of these features, and show
example results.
The basic assumption we start with follows the study of the

refractive effect in Section III. For these internal waves to create
artificial features in the images, a few general conditions must
be fulfilled.
• The ocean environmental conditions should be correct for
the existence of internal waves and boluses that produce
gradients of the correct shape (convex) in both density and
sound speed.

• The sonar depth and orientation toward the seabed must
allow for such features to be visible.

• The oceanographic features should move slowly.
When these three conditions are fulfilled, certain apparent struc-
tures (“ridges” and similar) in the sonar images can be created
by refractive effects from these internal wave-related features.
All three of these conditions were met during the Elba Island
experiment in October 2012.

A. Repeat Pass Imaging and Interferometry
The refractive effect of the assumed internal wave boluses

are clearly visible and detectable when running controlled re-
peated passes where the vehicle track is very similar in each
pass. A noncoherent-image-based change detection technique
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Fig. 11. Repeat pass interferometry between the two images in Fig. 2. Esti-
mated -shift (cross-track) in centimeters. The color represents the interval [ ,
2] cm for the displacement.

Fig. 12. Principle of multiaperture SAS imaging.

[31] is sufficient for detection of the waves. Repeat pass imaging
and mapping in a controlled fashion, where images of the same
scene from the same look angle are made repeatedly with a suit-
able temporal baseline, would be ideal for detection, mapping,
and characterization of the internal wave-related phenomena.
Repeat pass interferometry in SAR [25], [4, Ch. 4] uses im-

ages in repeated passes to estimate the topography as well as
changes both in terrain and in the images. For stationary scenes
and controlled data acquisition coherent change detection [22]
may be applied, where changes not visible in the magnitude im-
ages can be detected. Note that the ocean environment may be a
time-varying medium that changes the seabed such that there is
a natural temporal decorrelation time for the seabed itself [32].
For sufficiently high repeat pass coherence, the apparent dis-
placement of the backscattered signal (the speckle) for the signal
that propagates through the water column feature can be esti-
mated.
Following the technique described in [33], we have per-

formed repeat pass interferometry processing on the two images
shown in Fig. 2. Fig. 11 shows the estimated shift along the
ground range axis (the -axis). The results are median filtered to
emphasize the effect of large scale motion. The average repeat
pass coherence is 0.485 for these data. The results indicate a
slowdown of the rays traveling through the assumed internal

wave bolus that displaces the backscattered signal behind the
feature around 1.5 cm. This is, as expected, lower than the
modeled shift in Section III.

B. Multiaperture With Temporal Separation

Often the data collection only contains a single image (or a
single pass), so the techniques discussed in Section IV-A cannot
be used. If only a single pass is available, an intuitive technique
is to divide the total length of the synthetic aperture into sub-
apertures with a certain temporal separation, as illustrated in
Fig. 12. This is a well-known technique in the SAS field [34],
[35], where the reason for doing this is to obtain images of dif-
ferent aspect angle on a potential target. In this particular case,
we use a common imaging grid where nonoverlapping pings are
used in each subaperture image [36].
There is a fundamental disadvantage of using this technique.

A shorter synthetic aperture will lead to poorer along-track reso-
lution. In the case of detection of moving internal wave features,
the main parameter is the temporal baseline (or separation). The
wave is expected to move on the order of 5–10 cm/s [27]. To use
this technique, one must therefore choose a suitable temporal
baseline which gives reasonable probability to detect the wave
movement.
Fig. 13 shows two subaperture images of one of the suspected

internal wave boluses at far range. The yellow lines are at fixed
positions serving as guidelines for detection of wave move-
ment. In this particular case, the temporal separation between
the images is 21 s, and the integration time per image is 20.5 s.
We see that the wave feature has moved between the temporal
looks, although not clearly. A small investigation of this move-
ment indicates that the wave phenomenon has moved approx-
imately 65 cm (maximally), which equals an estimated wave
speed of 3 cm/s. There is, however, a potential source for error
in this analysis. Images from nonoverlapping temporal subaper-
tures may have differences in the horizontal wave number cov-
erage (see Section IV-C). This might lead to misinterpretation
between wave movement and the refractive effects caused by
the features as observed with different wave number coverages.

C. Multilook From Wave Number Filtering

A similar, although not identical, technique to the one pro-
posed in Section IV-B is to divide the wave number spectrum
into sections and form images from each of them [3, Ch. 3.8].
This is known in the SAR and SAS communities as multilook
processing, as the properties of randomly distributed scatterers
ensure that each look contains essentially the same scene [23,
Ch. 3.3]. Multilooking is usually used as a means of reducing
speckle. However, potential wave number dependence in the
scene content (i.e., where the holographic property is not ful-
filled [23, Ch. 3.3]) can be exploited to infer additional infor-
mation. The most common example of this in spotlight-mode
SAR is to divide the collection into subapertures to better ob-
serve moving target signatures and other changes happening on
short time scales [37].
Interestingly, temporal and wave number subapertures are

roughly equivalent for spotlight mode. However, there is a clear
distinction between the domains for stripmap synthetic aperture
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Fig. 13. Multiaperture SAS images of the internal wave phenomenon. The yellow line is in fixed position in both images.

Fig. 14. Principle of multilook from wave number filtering.

data collections [3, Ch. 1.3]. One may choose temporal subaper-
tures as in Section IV-B or wave number subapertures. The latter
can be thought of as angular filters. Consider the division shown
in Fig. 14. The images resulting from these two subapertures
would contain the same scene content and have the same in-
terval of collection time. However, one image would correspond
to a forward-looking beam, and the second to an aft-looking
beam. Such imagery is useful for detecting internal waves only
if there is a detectable change in refraction when the wave is
viewed from different angles.
We might also multilook in the range wave number dimen-

sion. The resulting images will again possess identical content
for areas obeying the holographic property. This time, however,
effects that vary with frequency, rather than angle, will induce
differences between the images. The implication for detecting
internal waves is the subject of ongoing research. The ray model
of propagation indicates that the acoustical path is effectively in-
dependent of frequency. However, the coherent interference of
the rays is a function of frequency, and thus may offer a means
of detecting internal waves.
It is conceivable that internal waves can cause differences be-

tween images created from spectral subapertures. The question

of determining the conditions under which these differences can
be detected and measured remains to be answered. One diffi-
culty is the fact that the subaperture images cannot be coherently
compared because each contains an independent realization of
the speckle. Detection must therefore rely on less sensitive ap-
proaches based on changes in image intensity. The variation be-
tween subapertures may be very slight, rendering the internal
waves virtually undetectable using this method.

D. Backscatter and Topography Comparison

The refractive effect of an internal wave bolus will cause
changes in the backscattered signal and the estimated seabed
topography from interferometry (see Section III). A potential
technique is then to compare the measured backscattered signal
with a signal that would be backscattered from the estimated
seabed topography. A misfit between the two can potentially be
used to classify a feature as water column induced.
We have examined this technique on the suspected internal

wave bolus shown in Fig. 2. We have calculated the expected
backscattered difference from the estimated topography differ-
ence based on the interferometry estimates from the two passes.
Perturbation theory [28, Ch. 13] was used tomodel the backscat-
tered intensity. We can compare the estimated difference with
the measured backscatter difference between the two passes. In
this example, we have despeckled the results to emphasize the
water column effect. The modeled and measured backscatter
difference images are shown in Fig. 15. There are differences
in the two images. Particularly, the modeled backscatter differ-
ence shows the wave patterns more clearly. This is due to lower
variance in the estimated bathymetry compared to the estimated
backscatter and thereby more easily detectable small changes
(compare Fig. 3 with Fig. 5). Another noticeable difference is
that the modeled highlight and shadow contrast is stronger than
the measured one. This indicates leakage of acoustical signal
into the shadow region (as also shown in Fig. 10). Whether
these differences are substantial enough for reliable detection
of water-column-induced features remains unclear. Note that
there is a fundamental limitation to this technique: The seabed
type has to be known within certain bounds, modeled with a
sufficiently accurate model, and not change over the scene that
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Fig. 15. (a) Measured intensity difference compared with (b) modeled intensity difference from topography and slope change.

is investigated. This is the same limitation one encounters in
shape-from-shading-type processing [38].

E. Along-Track Interferometry

Repeat pass interferometry (see Section IV-A) is based on
constructing interferograms representing phase and magnitude
differences between coregistered images from repeated passes
with a temporal separation (or baseline) that is suitable for
studying the changes in the scene. One possibility is to use
redundant transmitter/receiver elements to form two or more
individual and coregistered synthetic aperture images from a
single pass (multichannel synthetic apertures). This gives a
very short temporal baseline (down to one pulse repetition)
between the images. There are several approaches for detecting
changes and moving objects in single-pass multichannel im-
ages: along-track interferometry (ATI) is based on forming
interferograms between the images, and detecting changes in
the phase differences [39, Ch. 7.3.2], [40] (similar to coherent
change detection). Another approach is to subtract the images
to suppress clutter (or unwanted signal), such that low signa-
ture changes can be more easily detected. This is known as
displaced phase center antenna (DPCA) in SAR [41] (not to be
confused with the DPCA technique reported in SAS [12] which
is similar but used in another application). Both techniques
have the potential to reduce the stationary signals such that a
weakly moving target signature can be detected. Exactly which
approach is preferred is dependent on the system, the geometry,
and the application [42].
Most current SAS systems are multielement receiver systems

due to the along-track sampling criterion [2]. To obtain two or
more fully populated synthetic apertures for ATI, the number of
overlapping phase centers must be more than half the number
of receiver channels. This is a major limitation, and such data
were not recorded during the ARISE'12 trials.

F. Moving Target Synthetic Aperture Imaging
Moving targets in general do not obey the criterion for syn-

thetic aperture imaging unless their velocity and trajectory is
compensated for correctly [43]. The effect of assuming that the
scene is stationary under the synthetic aperture image formation
is that a moving target will be displaced and smeared. This is
documented well in SAR [39, Ch. 7], [44, Ch. 5.2]. One poten-
tial way to estimate the motion of a feature in a synthetic aper-
ture image is to apply time–frequency analysis on the feature in
the image [39, Ch. 7.3]. A moving target would induce a certain
time–frequency relation that can be detected in certain cases.
This is a technique that does not require multiple antennas, as
the ATI/DPCA techniques do. Since the scene to be imaged (the
seabed) is stationary, this technique will work poorly, and sub-
stantially worse than the ATI/DPCA techniques.

G. Doppler Estimation
The bolus phenomenon moves with a given speed. A poten-

tial technique is to estimate the speed directly from Doppler
shift estimation (fast time) ideally on a single pulse echo. The
internal wave itself does not cause any backscattered signal
but affects the acoustical signals in two ways: a refractive ray
bending effect that moves the intensity distribution (not the scat-
terers), and a decrease in the wave speed through the moving
feature which causes displacement of the scatterers in the image.
This means that there is very little (fast time) Doppler shift
of the signal which requires a relative velocity between trans-
mitter–scatterer–receiver.

H. Defocusing Effect
A weaker but potentially detectable effect is the fact that the

bolus transports water of lower sound speed. The acoustical
signal propagating through the waves will cause defocusing in
the SAS images if not compensated for. However, the traveled
distance through the water with incorrect sound speed is short
— on the order of a few meters, which again leads to very mild
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Fig. 16. SAS image taken of the same scene 28 h apart. Panel (a) is the earliest. The apparent small ridge in the earliest SAS image is water column induced, and
completely vanished in the last SAS image. The other objects and the seabed texture are preserved and do not change significantly between the two passes.

and maybe undetectable defocus. The primary effect of this will
be the displacement described in Section III and not the defocus.

I. Summary of Techniques
In this section, we have listed some candidate techniques to

detect and verify that a certain observable feature in a SAS
image is caused by a water column effect. Based on a simple
assessment of the techniques, our conclusions are as follows.
• The techniques described in Sections IV-E–IV-H will
work poorly or not at all.

• The techniques described in Sections IV-B–IV-D have po-
tential to work, but the detection will be difficult.

• The technique described in Section IV-A, which includes
data collections in repeated passes, is preferred, and will
provide sufficient data for accurate detection and potential
characterization of the water column effects.

V. CONCLUSION
SAS is a tool well suited for detailed investigations of the

seabed. As with all other types of sonar, SASmay be affected by
the ocean environment and the sound-speed profile in particular.
Internal waves are common in a layered ocean environment,
possibly causing refractive effects for SAS. In this paper, we
have presented SAS images from repeated passes of the same
area, where strong features apparently on the seabed were not
present 28 h later. To emphasize the effect of the phenomenon,
we present a final data example in Fig. 16.
We have presented a simple geometrical theory that explains

how a feature that results from a breaking internal wave (a
bolus) can cause refractive effects that fit well with the obser-
vations. Hence, we believe the apparent strong features on the
seabed are caused by a refracting water column effect. These
features appear very similar to actual seabed topography in
sidescan sonar images, SAS images, and SAS bathymetry. Such
refractive effects from internal wave boluses can only occur

when a strong density and sound-speed step intersects a sloping
seabed, and the sonar viewing geometry is advantageous.
We have presented different techniques to detect and dis-

tinguish these water column effects from real features on the
seabed. The most favorable technique is to run repeated passes
and perform noncoherent image-based change detection or dif-
ferential interferometry. For cases when only single-pass data
are available, we have presented two techniques that potentially
might prove successful: multiaperture processing and multilook
processing combined with displacement estimation. The phe-
nomenon discussed in this paper moves very slowly, so that
these techniques will require a relatively large temporal sepa-
ration between looks.
For applications such as change detection, SAS is becoming

a common tool. Operations in the littoral zone may be affected
by ocean environmental variability. In such cases, it is impor-
tant to distinguish between real features on the seabed and ef-
fects caused solely by the water column. In this paper, we have
shown that the refractive effect of internal waves can cause
strong features that resemble features on the seabed. Finally, the
data presented in this paper strongly suggest that the state-of-
the-art SAS, especially when collecting data in repeated passes,
is sufficiently advanced to be used for detailed investigations of
the oceanographic processes underlying the variations in water
column properties.
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